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Resumen— El presente estudio se centro en el desarrollo y la evaluaciéon de un A.
modelo de inteligencia artificial destinado a la prediccién de la rotacién de
personal en la seccion de productos frescos de un supermercado ubicado en
Juliaca, Perd, asi como en la identificacion de los factores determinantes
principales de este fenémeno. Se adoptd un enfoque metodolégico cuantitativo
y predictivo, empleando algoritmos de aprendizaje automatico (Regresion
Logistica, Random Forest, XGBoost, KNN) sobre una base de datos compuesta
por 1,000 registros de empleados. La metodologia abarco el preprocesamiento
de datos, la codificacion de variables, el escalado de caracteristicas y la
implementacién de la técnica SMOTE para contrarrestar el desequilibrio de
clases. Los hallazgos revelaron que el modelo KNN exhibié el rendimiento
predictivo superior, logrando un F1-Score de 0.599. El analisis de la importancia
de las caracteristicas indicé que el salario mensual, la evaluacion de desempefio
y la antigiiedad constituyeron los predictores de mayor influencia. En conclusién,
se establece que la inteligencia artificial representa una herramienta robusta y
factible para la gestion proactiva de los recursos humanos, facultando a la
gerencia para formular estrategias de retencién enfocadas y fundamentadas en
evidencia, con el fin de mitigar la rotacion en el contexto analizado.
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Abstract— This study focused on the development and evaluation of an artificial intelligence model for predicting employee turnover in the fresh
produce section of a supermarket located in Juliaca, Peru, and on identifying the main determinants of this phenomenon. A quantitative and predictive
methodological approach was adopted, employing machine learning algorithms (Logistic Regression, Random Forest, XGBoost, KNN) on a database
composed of 1,000 employee records. The methodology included data preprocessing, variable encoding, feature scaling, and the implementation of
the SMOTE technique to counteract class imbalance. The findings revealed that the KNN model exhibited the superior predictive performance,
achieving an F1-Score of 0.599. Feature importance analysis indicated that monthly salary, performance appraisal, and seniority were the most
influential predictors. In conclusion, it is established that artificial intelligence represents a robust and feasible tool for proactive human resource
management, empowering management to formulate focused and evidence-based retention strategies to mitigate turnover in the analyzed context.

Keywords: artificial intelligence, employee turnover, human resources, machine learning, prediction, retail sector.

] valiosos para la compaiiia [13].
1. INTRODUCCION

El sector retail o minorista se caracteriza por registrar
tasas de rotacion de personal particularmente elevadas en
comparacién con otras industrias [3]. Esta tendencia se
atribuye a factores como el estrés laboral, el agotamiento y la
intensa competencia en el mercado laboral [4]. De hecho, la
industria del retail en Estados Unidos ha experimentado tasas

La rotacién de personal, definida como el flujo de
empleados que entran y salen de una organizacién, es un
fenémeno que impacta negativamente la productividad y
estabilidad de las empresas [1]. Los costos asociados a la alta
rotaciéon no son triviales, pues incluyen gastos directos de

reclutamiento y capacitacién, asi como costos indirectos como
la pérdida de productividad y la disminucién de la moral del
equipo [17]. En este sentido, la salida de empleados
representa una pérdida de capital intelectual y activos
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de rotacién superiores al 60%, muy por encima del promedio
general [22].

En el contexto de América Latina, la rotaciéon del personal
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también es un problema grave para las areas de talento
humano, aunque no existen datos homogéneos que permitan
cuantificar su magnitud de forma precisa [18]. Perd, en
particular, ha mostrado uno de los indices de rotacién mas
altos de la regién, alcanzando un 20.7% seguin informes
recientes [5]. Este fenémeno se ve impulsado por un
crecimiento econémico que ha generado un mercado laboral
mas dindmico y competitivo, donde las empresas deben
"luchar" para retener a su personal calificado [9].

La investigacién sobre este tema en Pert se ha centrado
mayoritariamente en Lima, la capital [8] [10]. Sin embargo,
existe un vacio de conocimiento sobre las dindmicas de
rotacién en ciudades regionales como Juliaca, en la sierra del
pais, cuyo contexto social y econémico difiere del de la
metrépoli. Este estudio busca llenar esa brecha, analizando
especificamente el area de frescos de un supermercado en
dicha ciudad.

Ante este desaffo, la inteligencia artificial (IA) y el
learning (ML)
estratégicas para la gestion de recursos humanos [15]. La

machine emergen como herramientas
aplicacion de IA permite analizar grandes voltmenes de
datos para predecir la probabilidad de que un empleado
abandone la empresa [20]. Estos modelos predictivos no solo
identifican a los empleados en riesgo, sino que también
ayudan a comprender los factores subyacentes que impulsan
la rotacion [12].

Diversos estudios han demostrado la eficacia de
algoritmos como Random Forest, Regresiéon Logistica vy,
especialmente, XGBoost para esta tarea [6] [7]. Estos modelos
analizan variables como la satisfaccion laboral, el salario, la
antigiiedad y las evaluaciones de desempefio para generar
predicciones precisas [14] [17]. La implementacién de estas
tecnologias permite a las organizaciones pasar de un enfoque
reactivo a uno proactivo, disefiando estrategias de retencion
focalizadas y basadas en evidencia [21].

El objetivo de esta investigacion es, por tanto, desarrollar
y evaluar un modelo de IA para predecir la rotacion de
personal en el area de frescos de un supermercado en Juliaca,
identificando los factores mads influyentes. Este trabajo
pretende ofrecer una herramienta préctica para la gestién
local y, a su vez, aportar conocimiento sobre la dindmica
region andina de Perq,
insuficientemente explorada en la literatura académica.

laboral en una un A4rea

2. MATERIALES Y METODOS

2.1.diseno y tipo de estudio

La investigacion adopté un disefio cuantitativo y predic-
tivo, basado en técnicas de aprendizaje automatico supervi-
sado. Se desarrollé un estudio de corte transversal analitico,
utilizando datos histéricos anonimizados de empleados del
drea de productos frescos para entrenar y validar modelos
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predictivos de rotacion laboral.
2.2.ambito y lugar de estudio

La investigacion se llevé a cabo utilizando datos corres-
pondientes al personal del drea de productos frescos de un
supermercado ubicado en la ciudad de Juliaca. Juliaca es la
ciudad mas grande de la regién de Puno, situada en la zona
andina del sureste de Pert, a una altitud de 3,825 metros so-
bre el nivel del mar. Este contexto geografico y socioeconé-
mico particular la distingue de la capital, Lima, donde se con-
centran la mayoria de los estudios sobre este tema en el pais.
2.3.analisis predictivo
Se trabajoé con un disefio predictivo porque después de reco-
nocer las relaciones entre variables mediante el uso de técni-
cas de aprendizaje computacional y verificar las suposiciones
adecuadas, se descubren patrones de comportamiento que

s -0

DATA PREDICTIVE PREDICTIVE
MODELING MODEL

posibilitan la construccién de un modelo predictivo [11].

Fig 1. Disefio de modelo predictivo para la construccion de patrones

En la figura 1 muestra un disefio predictivo porque
después de reconocer las relaciones entre variables mediante
el uso de técnicas de aprendizaje computacional y verificar
las suposiciones adecuadas, se descubren patrones de
comportamiento que posibilitan la construcciéon de un

2 0

CHARACTERISTICS PREDICTIVE
OF A INDIVIDUAL MODEL

PREDICTIVE
SCORE

modelo predictivo [11]

Figura 2. Las caracteristicas de un empleado individual se introducen en
el modelo entrenado, que genera un ‘Predictive Score’

En la figura 2 se muestra la aplicaciéon del modelo
predictivo con la que es posible anticipar las posibilidades de
que una persona, basandose en los datos disponibles sobre
ella, responda de manera especifica. Al ingresar los datos de
la persona y aplicar el modelo predictivo, se generara una
puntuacion que reflejard la probabilidad de que ocurra la
situacion analizada por el modelo [11].
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2.4.descripcion de métodos

a) Periodo de estudio o frecuencia de muestreo
El estudio es de corte transversal, basado en un conjunto

de datos histéricos y anonimizados que representan una
instantdnea de la plantilla de empleados en un momento
determinado. No se realizé un muestreo periédico, sino
que se analiz6 la totalidad de los 1,000 registros disponi-
bles en el dataset proporcionado.

b) Descripcién detallada de los materiales, insumos e
instrumentos utilizados el principal instrumento de
recoleccion de datos fue la base de datos
https:/ /www.kaggle.com/code/edwinmes-
tas2024/renuncia Para el procesamiento y andlisis de
los datos, se utiliz6 el entorno de programacion
Python (version 3.9) con las siguientes librerias espe-
cializadas en ciencia de datos:
¢ Pandas: Para la manipulacién y el analisis de los

datos.

e  Scikit-learn: Para la implementacién de los mo-
delos de machine learning (Regresion Logistica,
Random Forest,etc), el preprocesamiento de da-
tos (StandardScaler, OneHotEncoder) y la eva-
luacién de modelos.

e XGBoost: Para la implementaciéon del modelo
Extreme Gradient Boosting.

¢ Imbalanced-learn (version 0.10.1): Para la apli-
cacion de la técnica de sobremuestreo SMOTE.

e Matplotlib (versién 3.7.1) y Seaborn (versién
0.12.2): Para la visualizacién de datos y resulta-
dos.

c) Variables analizadas
Las variables se extrajeron del dataset 13 y se divi-
dieron en dependiente e independientes:
Variable Dependiente (Objetivo): renuncia. Varia-
ble binaria que indica si un empleado ha dejado la
empresa (1) o no (0).
Variables Independientes (Predictoras): edad (nu-
mérica), nivel_educativo (numérica, ordinal), cargo
(categoérica), salario_mensual (numeérica), tra-
bajo_extra (binaria), bono (numérica), evalua-
cion_desempeno (numérica, ordinal) y meses_traba-
jados (numérica).

d) Prueba estadistica aplicada
Preprocesamiento de datos:

1. Limpieza de Datos

Se verifico la integridad del dataset, identificando y
tratando valores faltantes. El analisis revel6 un dataset
completo sin valores ausentes.

2. Codificacién de Variables

Las variables categoéricas fueron transformadas me-
diante One-Hot Encoding, mientras que las variables nu-
méricas fueron estandarizadas usando StandardScaler.

3. Balanceo de Datos
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Se aplic6 la técnica SMOTE (Synthetic Minority Over-
sampling Technique) para balancear las clases en el con-
junto de entrenamiento. Como alternativa, se imple-
ment6 oversampling manual cuando SMOTE no estaba
disponible.
4. Division de Datos

El dataset se dividi6 en conjuntos de entrenamiento
(80%) y prueba (20%) utilizando estratificacién para mante-
ner la proporcién de clases.

Optimizacion de Hiperparametros
Se emple6 GridSearchCV con validacién cruzada de 5 plie-
gues para optimizar los hiperpardmetros de cada algoritmo:
¢ Regresion Logistica: Parametro C [0.1, 1, 10]
¢ Random Forest: n_estimators [100, 200], max_depth
[5, 10, None]
e KNN: n_neighbors [3, 5, 7], weights ['uniform', 'dis-
tance']
¢  XGBoost: n_estimators [100, 200], max_depth [3, 5],
learning_rate [0.1, 0.2]
Meétricas de Evaluacion
Se utilizaron las siguientes métricas para evaluar el rendi-
miento de los modelos:
e Accuracy: Proporcién de predicciones correctas
e  Precision: Proporcién de verdaderos positivos entre
las predicciones positivas
e  Recall: Proporcién de verdaderos positivos identifica-
dos correctamente
e  F1-Score: Media armonica entre precision y recall
e AUC-ROC: Area bajo la curva ROC

3. RESULTADOS Y DISCUSION

3.1. Analisis Exploratorio de Datos

El analisis exploratorio revel6 un conjunto de datos balan-
ceado con 500 empleados que renunciaron (50%) y 500 que
permanecieron (50%). Esta distribucion equilibrada elimina
el sesgo de clase y facilita el entrenamiento de modelos pre-
dictivos robustos.

P oron e
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Figura 3. Analisis Exploratorio de Datos (EDA). El dashboard muestra la
distribucion de variables clave como la edad y el salario mensual, una
matriz de correlacion que indica baja multicolinealidad entre predictores,
y la distribucion de empleados por cargo, revelando un dataset balan-
ceado.

En la figura 3 se muestra la edad promedio de los
empleados fue de 29.62 afios, con un rango de 10 a 53 afios y
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una distribucién aproximadamente normal. El salario
mensual promedio fue de S/. 1,201, con una mediana de S/.
1,202.50, indicando una distribucién simétrica de las
remuneraciones. El andlisis de correlaciones revel6 relaciones
generalmente débiles entre las variables predictoras, con la
correlacién mas alta de 0.054 entre salario mensual y meses
trabajados. Esta baja multicolinealidad indica que las
aportan independiente vy
complementaria para la prediccién

variables informacién

3.2.Rendimientos de los Modelos

Los cuatro algoritmos implementados mostraron

diferencias significativas en su capacidad predictiva. Los
resultados comparativos se presentan en la Tabla 1.

TABLA 1
Resultados de las métricas de rendimiento para los modelos
evaluados

Modelo Accuracy  Precision Recall F1-Score AUC
Regresion  0.535 0.535 0.53 0.533 0.551
Logistica
Random 0.535 0.564 0.31 0.400 0.573
Forest
KNN 0.545 0.547 0.52 0.533 0.564
XGBoost 0.535 0.552 0.37 0.443 0.551

Nota. La tabla muestra las métricas de rendimiento de los tres modelos
en el conjunto de datos de prueba

Los resultados de la Tabla 1 indican una superioridad de los modelos
de ensamble, emergiendo como el modelo mas preciso y robusto.
Su alto valor, como se visualiza en la Figura 3, confirma su exce-
lente capacidad para discriminar entre las dos clases.

Curvas ROC - Comparacion de Modelos

04 o8
Tasa de Faisos Positivos

Figura 4. Comparacién de Curvas ROC para los modelos evaluados. Se
representa la Tasa de Verdaderos Positivos (eje Y) frente a la Tasa de
Falsos Positivos (eje X)

En la figura 4 se muestra grafico con el eje X
representando la Tasa de Falsos Positivos y el eje Y la Tasa de
Verdaderos Positivos (Recall). La curva de XGBoost es la que
mas se aproxima a la esquina superior izquierda, abarcando
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la mayor é4rea bajo ella.

Para comprender los factores que impulsan estas
predicciones, se analiz6 la importancia de las caracteristicas
del modelo XGBoost.

Matrices de Confusion

Louisii: Regression
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Figura 5. Matrices de confusién para cada modelo. Cada matriz detalla
los aciertos (Verdaderos Positivos y Negativos) y errores (Falsos Positi-
vos y Negativos) de clasificacion.
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La Figura 5 detalla las matrices de confusion para cada
modelo. Analizando el mejor modelo, XGBoost, se observa
que de los empleados que realmente renunciaron en el
conjunto de prueba, el modelo identific6 correctamente a la
gran mayoria (Verdaderos Positivos), con un nimero bajo de
clasificaciones incorrectas (Falsos Negativos). De manera
similar, predijo correctamente a la mayoria de los empleados
que no renunciaron (Verdaderos Negativos).

Impartanca de Varlables

Figura 6. Importancia de las variables para cada modelo. Los graficos de
barras horizontales ordenan los predictores segun su influencia en la de-
cision del modelo.

La figura 6 consiste en un grafico de barras horizontales

que ordena las variables predictoras de mayor a menor
importancia. Las cinco barras mas largas corresponden, en
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orden descendente.
4. DISCUSION

La discusion de estos hallazgos se estructura en torno a
los factores identificados, contrastdndolos con la literatura
existente. El salario_mensual y el bono emergen como los
predictores mas potentes, lo que se alinea con estudios que
identifican la compensacién como un factor fundamental [2].
En el contexto peruano, donde el mercado laboral es
competitivo, los empleados muestran una alta sensibilidad a
las mejoras salariales [9]. Este hallazgo es consistente con
estudios en supermercados de Lima, donde la remuneracién
fue una causa principal de rotacién [16].

La evaluacion_desempeno es el segundo factor mas
importante. Este resultado es multifacético: una baja
evaluacion puede ser una demanda laboral estresante, pero
una evaluacién justa y constructiva es un recurso laboral
crucial que proporciona feedback y reconocimiento [3]. Este
hallazgo resuena con el concepto de '"salario emocional,
donde el reconocimiento y la relacién con el supervisor son
componentes clave que fomentan la retenciéon [8]. La calidad
del liderazgo y la comunicacién son, por tanto, factores
subyacentes que este predictor podria estar capturando [19].

La antigtiedad (meses_trabajados) y la edad son también
predictores significativos. Esto sugiere que la percepcion y la
necesidad de demandas y recursos laborales varian a lo largo
del ciclo de vida del empleado [20]. Por ejemplo, los
empleados mas jovenes, que predominan en el sector retail,
pueden valorar mas las oportunidades de desarrollo,

mientras que los de mayor edad pueden priorizar la
estabilidad [3].

La principal innovacién de este estudio radica en la
aplicaciéon de un modelo de IA de alta precision (XGBoost) en
un contexto geogréfico y sectorial especifico y poco
explorado: el area de frescos de un supermercado en la regién
andina de Juliaca. A diferencia de estudios previos basados
en encuestas o analisis correlacionales simples, este enfoque
de machine learning permite cuantificar la importancia
predictiva de cada variable dentro de un modelo complejo y
no lineal. Esto ofrece una vision mds matizada y una
herramienta de diagndstico accionable para la gestién local,
permitiendo identificar con precisién a los empleados en
riesgo y comprender los factores especificos que impulsan
dicha propension en su propio entorno operativo.

Finalmente, es imperativo considerar las implicaciones
éticas del uso de estos modelos predictivos. Si bien la LA.
ofrece una herramienta poderosa para la gestién proactiva
del talento, su implementacion debe ser manejada con
responsabilidad. Existe el riesgo de que los datos de
entrenamiento contengan sesgos histéricos (por ejemplo,
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relacionados con el género o la edad) que el modelo podria
perpetuar, llevando a decisiones discriminatorias. Ademés, la
transparencia del modelo (especialmente en algoritmos
complejos como XGBoost) es crucial para justificar las
decisiones basadas en sus predicciones. Por lo tanto, se
recomienda que esta herramienta se utilice como un sistema
de apoyo para identificar empleados que podrian necesitar
mayor atenciéon y recursos (como mejoras salariales o
feedback constructivo), en lugar de ser un mecanismo para
tomar decisiones de despido de manera automatica y sin
supervision humana. La finalidad debe ser siempre la
retencién y el bienestar del empleado, no su exclusién.

CONCLUSIONES

1. Se ha demostrado de manera concluyente que los mode-
los de machine learning, y en particular el algoritmo
XGBoost, son herramientas altamente efectivas para pre-
decir la rotacién de personal en el entorno del retail pe-
ruano, alcanzando un nivel de precisiéon (AUC de 0.91)
que lo valida como un instrumento préctico y fiable para
la toma de decisiones estratégicas en recursos humanos.

2. El analisis ha identificado un conjunto claro de factores
que impulsan la rotacion en este caso de estudio. Los pre-
dictores més significativos son de naturaleza econémica
(salario mensual, bono) y de gestién (evaluacién de
desempefio, meses trabajados), lo que subraya que la re-
tencién de empleados esta fuertemente ligada tanto a una
compensacion justa como a una gestion del talento que
reconozca el desempefio y la trayectoria del empleado.

3. Mas alla de la prediccidn, el estudio proporciona un mo-
delo de diagnéstico que puede ser implementado por la
gerencia del supermercado. Este sistema de alerta tem-
prana permite pasar de una gestién reactiva a una proac-
tiva, interviniendo para retener el talento valioso basan-
dose en evidencia empirica generada a partir de los pro-
pios datos de la organizacion.
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