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Resumen— El maíz es un cultivo importante en el Perú, esencial para la 

seguridad alimentaria. Sin embargo, su cultivo enfrenta desafíos significativos 

debido a enfermedades debilitando como la Trips del maíz, y el virus del Roya 

del maíz, que pueden conducir a graves pérdidas del rendimiento. Los métodos 

tradicionales de diagnostico de enfermedades de las plantas a menudo 

requieren mucho tiempo y son propensos a errores, lo que requiere enfoque más 

eficiente. Este estudio explora la aplicación de apredizaje profundo, 

especialmente las redes neuronales convolucionales (CNN), en la detección y 

clasificación automáticas de enfermedades del maíz. El objetivo de este estudio 

es comparar la precisión de dos arquitecturas: CNN básico y ResNet18, la 

imagen de prueba utilizo un conjuinto de datos formado de 3087 imágenes que 

comprenden de enfermedades de las hojas del maíz, las clases están 

conformados por, Trips, Roya y hojas Sanas. Además, realizamos un ajuste 

hiperparametros para mejorar el rendimiento de los modelos y el mapeo de 

activación de clases ponderado por gradiente, para la interpretabilidad del 

modelo. Nuestros resultados muestran que el modelo ResNet18 demostro una 

precisión del 99.38% al distinguir entre pantas sanas y enfermas. Los resultados 

de este estudio contribuyen al avance de las aplicaciones de IA en la agricultura, 

en particular en el diagnóstico de enfermedades del maíz en Curahuasi Perú. 

Palabras clave: Enfermedades del maíz; Redes neuronales convolucionales; Aprendizaje Profundo; Trips del Maíz y Roya del Maíz. 

 
Abstract— maize is an important crop in Perú, essential for food security. Howevewr, its cultivation faces significant chakkenges due to debil-

itating diseases such as corn thips and corn rust virus, which can lead to severe yield losses. Traditional methods of plant disease disease 

diagnosis are often time consuming and error prone, requiring mode efficient approach. This study explores the application of deep learning, 

especially convolutional neural networks (CNNs), in the automatic detection and classification of maize diseases. The objective of this study is 

to compare the accuracy of two architectures. Basic CNN and ResNet18, the test image used a data set consisting of 3087 images comprising 

of maize leaf diseases, classes comsisting of, Thirips, Rust and Healthy Leaves, in addition, we performed hyperparameter adjustment to 

improve model performance and gradient-weighted class activation mapping for model interpretability. Qur results show that the ResNet18 

model demonstrated an accuracy of 99.38% in distinguishing between blankets. The results of this study contribute to the advancement of al 

applications in agriculture, particulary in the diagnosis of maize diseases in Curahuasi Perú. 

 

 

Keywords: Corn diseases; Convolutional neural networks; Deep learning; Corn thrips and Corn rust. 

 
 

1 DESCRIPCIÓN DEL PROBLEMA 

El maíz, conocido como Zea mays, es un cultivo 

alimentario básico vital que desempeña un papel crucial en la 

seguridad alimentaria mundial, es un grado de semilla 

imprescindible que se produce en todo el mundo. Es una de 

las principales fuentes de aceite, almidón, etanol y alimento 

para los ganados [1]. El valor nutricional del cereal del maíz 

contribuye a la prevención de enfermedades como la diabetes 

tipo II, el cáncer y las enfermedades cardiacas [2]. El maíz es 

uno de los cereales más utilizados para la dieta de los seres 

humanos, así, como la alimentación animal y las industrias 

[3].  

Para satisfacer estas necesidades el maíz, el arroz y el 

trigo son los cultivos principales para la seguridad 

alimentaria y sostenevilidad del mundo, la producción de 

estos tres cultivos representan el 90% de su producción total 

del alimento del ser humano [4]. Entre ellos, el maíz ocupa el 

segundo lugar del sembrío solo siendo superado por el arroz, 

es uno de los cereales de comsumó principal. El éxito de la 
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agricultura es crucial para la prosperidad de una nación, así, 

mismo la agricultura no satisface la creciente demanda 

alimentaria [5]. Según Clotilde et. at., el ministerio de la 

agricultura del Perú, la producción del maíz 

aproximadamente es de 88.8%, en su totalidad que se 

produce entre los meses de la primavera que abarca de 

octubre a enero, los meses de producción del maíz son de 

febrero a julio que son el 11.2% [6], así mismo, Apurímac 

destaca como el principal productor de maíz, siendo uno de 

los departamento con mayor superficie de siembra, 

especialmente en la zona de Abancay–Cuarahuasi. En esta 

esta región se cultiva principalmente el maíz blanco, el cual 

es también comercializado localmente, por otro lado, se 

encarga de abastecer a la capital del Perú-Lima. Según 

Murillo et al., [7], el maíz desempeña un papel crucial como 

fuente importante de nutracéuticos, conocidas por sus 

propiedades de prevención de enfermedades y beneficios 

para la salud. Sin embargo, la sostenibilidad y la 

productividad del cultivo del maíz están amenazadas debido 

a diversas plagas y enfermedades de los cultivos. El sector 

agrícola de esta región reconoce el cultivo de maíz 

financieramente viable y ambientalmente adaptable. Entre 

estas enfermedades, trips del maíz, y el virus de la roya del 

maíz; se detectan como dos de las más dañinas y 

generalizadas que actualmente amenazan a la seguridad 

alimentaria en la región. La Fig 1 muestra las hojas del maíz 

infectadas por Trips y Roya, así como hojas sanas. 

El Trips es el resultado de un grupo de hongos 

transmitidos por el suelo con muchas especies diferentes: 

ocasionando que las hojas perezcan quemaduras, retraso en 

el crecimiento, ocasionando perdidas en la producción, se 

alimenta principalmente de las hojas tiernas [8]. Por el 

contrario, la Roya, transmitido por chicharitas, causa vetas en 

las hojas del maíz atrofiando el crecimiento, lo que puede 

reducir el rendimiento del grano del maíz. Las infestaciones 

graves de la Roya puede conducir a perdidas de rendimiento 

de hasta el 100% en la mayoría de los casos [9], se han 

notificado brotes de estas enfermedades en el distrito de 

Curahuasi. El impacto de estas enfermedades va más allá de 

las precauciones agrícolas, ya que conlleva grandes 

consecuencias para los agricultores, un aumento de los 

precios del maíz, escacez de alimentos, especialmente para la 

población que dependen en gran medida del maíz, un estudio 

de Boddupalli et al. La necrosis letal del maíz porsi sola ha 

causado una perdida anual estimada de más de 180 millones 

de dólares en África Oriental [10], lo que subraya la necesidad 

crucial de abordar este problema. Por lo tanto, la detección y 

el diagnóstico preciso de estas enfermedades son cruciales 

para permitir intervenciones oportunas y desarrollar 

estrategias de mitigaciones eficaces. 

La identificación tradicional para diagnosticar 

enfermedades en las plantas se basa en la identificación 

visual, lo cual permite perdida de tiempo y conocimientos 

especializados. La interpretación erronea de los síntomas de 

las enfermedades puede llevar al uso innecesario o 

inadecuados pesticidas, por lo consiguiente impacto 

ambiental negativo y mayor riesgo de efectos tóxicos en el 

cultivo del maíz. La aplicación de inteligencia artificial (IA) 

en la agricultura presenta alternativas prometedoras que 

abordan los desafíos inherentes a los métodos tradicionales al 

permitir de la detección oportuna y precisa de enfermedades 

en el cultivo del maíz. 

El aprendizaje profundo ha revolucionado el campo de 
la visión artificial al proporcionar herramientas potentes para 
el aprendizaje de características y de representación jerár-
quica de la información visual. Varias aplicaciones del apren-
dizaje profundo en la visión artificial incluyen en la clasifica-
ción de imágenes, la detección de objetos, reconocimiento fa-
cial, generaciones de imágenes y más, entre ellos tenemos, los 
modelos que incluyen ResNet, VGGNet y EfficientNet se uti-
lizan continuamente en tareas de clasificación de imágenes 
[11][12]. El aprendizaje profundo abarca una variedad de ar-
quitectura de las redes neuronales, diseñadas para aprender 
y representar patrones complejos a partir en datos [12].  

 Erneste en su estudio, presento dos arquitecturas de 

CNN profundas: CNN básicas Y una ResNet, con un objetivo 

de detectar enfermedades del maíz y lograr una mayor 

precisión en el reconocimiento. Los modelos fueron 

entrenados con diferentes conjuntos de datos que contienen 

3,200 imágenes, incluyendo casos de Trips, Roya y hojas 

sanas. Se utilizaron diversos hiperparametros, como tasas de 

abandono (Droput), tamaño de lote (batch size), función de 

pérdida (loss function) y tasas de aprendizaje, los cuales 

fueron obtimizados mediante una amplia experimentación. 

El objetivo principal es investigar la eficacia de estas 

arquitecturas para identificar y clasificar enfermedades del 

maíz, en particular la compleja combinación de Trips y Roya. 

Para ello, se evaluó el rendimiento de los modelos utilizando 

métricas estándar, que proporcionan información sobre su 

robustez frente a diversas clases de enfermedades. 

• Se desarrollaron varias arquitecturas CNN para la detec-
ción automática del virus de Trips y Roya del maíz, fun-
damentales para el diagnóstico y el tratamiento tem-
prano. 

• Optimización de las arquitecturas CNN y mejora su ren-
dimiento para la tarea de diagnóstico. 

• Se probaron y evaluaron las arquitecturas CNN para la 

Fig.  1. Ejemplo de hojas de maíz indicadas por: (A) Trips (B) Roya y (C) 
Sanas. 
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detección de enfermedades del maíz, proporcionando 
un análisis integral de su eficacia y áreas potenciales de 
mejora, y 

• Contribución del avance de las aplicaciones de IA en la 
agricultura, especialmente en el diagnóstico de enferme-
dades del maíz, crucial para el distrito de Curahuasi-
Abancay_Apurimac_Perú, donde el maíz es un cultivo 
alimentario básico. 
 

1.1 Trabajos relacionados 

Para mitigar los daños causados para las enfermedades 

del maíz, numerosos estudios han propuesto diversas 

técnicas para detectar e identificarlas. Estos métodos utilizan 

algoritmos de aprendizaje profundo para analizar imágenes 

de plantas de maíz, identificando así patrones indicativos de 

enfermedades. 

En Waheed et al [13], propusieron una arquitectura CNN 

densa optimizada (DenseNet) para reconocimiento de la roya 

común del maíz, la mancha gris de la hoja del maíz y las 

enfermedades NCLB. Para el estudio, se utilizaron 11097, 

imágenes de entrenamiento y 1235 de prueba, y el modelo 

DenseNet logro una precisión de rendimiento del 98.06%. El 

estudio concluyo que DenseNet supero las arquitecturas 

CNN existentes, como EfficientNet, VGG19Net, NASNet y 

XceptionNet. Ahila Priyadharshini, Arivazhagan, arun y 

murnalini [14], utilizaron LeNet modificado, una 

arquitectura CNN, para la detección de NCLB, mancha gris 

de la hoja y la enfermedad fungida común de la roya. Aunque 

LeNet tiene una arquitectura pequeña, la evaluación 

experimental mostró una presición del 97.89% de las 3852 

imágenes de hojas de maíz. Ishengoma, Rai y Said [15] 

diseñaron y utilizaron varias arwquitecturas CNN, como 

VGG16, CGG19, inceptionV3 y MobileNetV2, para detectar 

hojas de maíz infectadas por gusanos cogolleros. El estudio 

concluyo que el rendimiento de la precisión mejor 

significativamente de VGG16 al 93.08% a MobileNetV2 al 

100% después de aplicar la técnica de detección de esquinas 

ShiTomass a las 11280 imágenes capturadas. 

Recientemente, Li et al. Propusieron varias arquitecturas 

de CNN, incluyendo DenseNet121, ResNet50, MobileNetV2, 

NASNetMobile y MDCDenseNet, para detectar 856 casos de 

NCLB y enfermedad foliar de antrocnosis del Norte del maíz. 

Después de un proceso de aprendizaje por transferencia de 

dos etapas. MDCDenseNet logro una precisión de 

identificación de 98.84% sentando las bases para aplicaciones 

básicas [16]. 

2 MATERIALES Y METODOS 

2.1 Procedimiento de Conjunto de datos 

El conjunto, se realizó la recolección de las hojas de las 
plantas del maíz, seguidamente se realizó la captura de imá-

genes de las hojas de la planta de maíz, estas imágenes repre-
sentan el conjunto de datos que esta conformado por imáge-
nes digitales capturados por medio de una cámara digital, es-
tas imágenes representan tres clases tal como se describe em 
la tabla 01, así mismo, las hojas que contiene enfermedades 
de Trips, Roya y hojas sanas dato que las imágenes se obtu-
vieron de los agricultores del distrito de Curahuasi-Abancay 
departamento de Apurímac a una altura de 2697 msnm. Con-
formando un total de 3200 imágenes de tres clases Trips Roya 
y hojas sanas. 

TABLA 1  
División de datos que muestra el conjunto de entrena-

miento, validación y pruebas 

No. 

Clases 

Nombre 

Clase 

Número de Imágenes 

Train Valid Test 

0 Trips 721 205 103 

1 Roya 721 205 103 

2 Sanas 721 205 103 

  Total 2163 615 309 

 
2.2 Aumento de datos 

Tras la división en conjuntos de entrenamiento y valida-
ción, se aplicaron técnicas de data aumentación para optimi-
zar la diversidad de las imágenes. Este paso implica aplicar 
transformaciones como rotación, escalado o inversión a las 
imágenes existentes, así logrando variabilidad del conjunto 
de datos. Estas imágenes aumentadas no solo amplían el con-
junto de datos, sino que también ayudan a prevenir el sobre 
ajuste al exponer el modelo a un rango más amplio de varia-
ciones. 

2.3 Redes Neuronales Convolucionales Profundas 

Las redes neuronales convolucionales profundas, también 
conocidas como DCNN, CNN o ConvNets, están diseñadas 
para procesar datos en forma de multiples matrices y se han 
convertido en piedra angular en el campo de la visión por 
computadora y procesamiento de imágenes [17] [18]. Las 
DCNN pertenecen a una clase de redes neuronales artificiales 
profundas, pero se diferencia debido a sus capas convolucio-
nales, características de agrupamiento y propiedades no li-
neales, como sigmoide, unidad lineal rectificada (ReLU) y 
tanh. 

Una arquitectura típica de DCNN consta de capas de neu-
ronas, cada una diseña para responder a diferentes aspectos 
de los datos de entrada [19]. La primera capa, generalmente 
una capa convolucional, realiza una serie de operaciones ma-
temáticas para detectar características, como bordes, texturas 
y formas, como se aprecia en la figura 2. A esto se siguen las 
capas de agrupación, reducen el tamaño especial de la repre-
sntación, reduciendo así el número de parámetros y cálculo 
de una red. Después de varias capas convolucionales y de 
agrupación, la red generalmente incluye capas completa-
mente conectadas. Estas capas son capas de redes neuronales 
tradicionales donde cada entrada está conectada a cada sali-
dapor un peso aprendido. En esta capa, la red combina todas 
las características aprendidas de las capas anterioes para cla-
sificar o predecir la salida. 



 

 

 
 
 

&

Review J ournal

Página | 56 

Juan Carlos Valverde-Ramirez, Francisco 
Cari-Incahuanaco y Alejandrina Huaylla-

Quispe 

 

OPEN    ACCESS         

 doi 
 

doi.org/10.57166/riqchary.v6.n1.2025.135 

 

 

2.4 ResNet 

La arquitectura de Red Residual o ResNet se creó en 2015, 
introdujeron nuevas conexiones residuales para abordar el 
desafió del entrenamiento de redes neuronales muy profun-
das con 50, 101 y 152 capas de peso [20]. Las redes profundas 
tradicionales presenta el problema del gradiente de desapari-
ción o explosión, lo que dificulta el entrenamiento de modelos 
con número de capas [21]. ResNet aborda este problema me-
diante la introducción de conexiones de acceso directo, o co-
nexiones de salto, que omitien uno o más capas durante los 
pases hacia adelante y hacia atrás. 

Es una ResNet, los bloques residuales constituyen los 
componentes básicos de la arquitectura. Cada bloque residual 
contiene dos rutas principales: la ruta de identidad, que pasa 
la entrada directamente hacia la salida, y la ruta residual, que 
aplica una serie de capas apiladas a la entrada. La salida final 
se obtiene sumando las rutas de identidad y residual, creando 
una conexión de acceso directo. Este diseño permite que la 
red aprenda funciones residuales, lo que facilita la optimiza-
ción del proceso de entrenamiento para redes muy profun-
das. El componente básico de una ResNet18 es el bloque resi-
dual, que puede tener diferentes configuraciones. As configu-
raciones comunes incluyen bloques básicos como dos convo-
luciones de 3x3 y blosue de cuello de botella con una combi-
nación de convoluciones de 1x1 y 3x3-. Estos bloques se api-
lan para formar la arquitectura general de la ResNet, como se 
muestra en la fig 3.  

2.5 Métricas de evaluación 

Las métricas de rendimiento se utilizan para medir el ren-
dimiento de los modelos de aprendizaje profundo [22]. Estas 
métricas son útiles para comprender los atributos de un mo-
delo. Explicamos las métricas utilizadas en este estudio, como 
la exactitud, precisión, recuperación y puntuación F1, se des-
criben a continuación: 

 

2.6 Materiales 

• Camarra fotográfica digital  
• Micro USB para el almacenamiento de imágenes di-

gitales 
• USB de 16GB 
• Computadora con una tarjeta grafica de 2GB con una 

memoria de 32GB de RAM, sistema operativo 
Ubunto 22.04 

• Registro de imágenes de las hojas del maíz 
• Archivo con una exteción *.py 

2.7 Tipo de investigación 

La investigación es de tipo experimental. 

3 RESULTADOS 

Se presenta los resultados experimentales de los modelos 
en diferentes duraciones de entrenamiento. Se evaluaron el 
rendimiento de cada modelo en dos etapas clave de entrena-
miento: tras 20 y 70 épocas. Las principales métricas utiliza-
das para la evaluación son la precisión de entrenamiento, pre-
cisión de validación y la perdida de entrenamiento. La preci-
sión de entrenamiento mide la capacidad del modelo para 
aprender del conjunto de datos de entrenamiento; un porcen-
taje mayor indica un aprendizaje más efectivo. La precisión 
de validación es fundamental para evaluar la capacidad del 
modelo para generalizar datos no vistos; u porcentaje mayor 
indica una capacidad de generalización superior. Por último, 
la pérdida de entrenamiento cuantifica el error o la pérdida 
de los datos de entrenamiento; un valor menor indica una dis-
minución de los errores de entrenamiento. 

 
3.1 Precisión y pérdida 

Los resultados muestran una tendencia de los modelos 
mejoran su precisión y reducen la pérdida a medida que au-
menta el número de épocas de entrenamiento. A 20 épocas, el 
modelo CNN básica alcanza un accuracy, recall, precisión y 
F1-score del 95.22% (fig. 4). Con un mayor entrenamiento, su 
rendimiento mejora significativamente, alcanzando una pre-
cisión de accuracy, recall, precisión, F1-score del 98.18% a 70 

Fig.  2. Una arquitectura de CNN 

Fig.  3. Una arquitectura ResNet 
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épocas, acompañada de una perdida de entrenamiento sus-
tancialmente. De forma similar, el modelo ResNet18 demues-
tra mejoras notables métricas de acuracy, recall, precisión, F1-
Score alcanzando un 96.53% en 20 epocas (véase la Fig. 5). 
Posteriormente, en 70 épocas, estas métricas mejoran hasta un 
99.39%, lo que evidencia una optimización significativa del 
rendimiento. Además, se reduce considerablemente la nece-
sidad de pruebas adicionales con solo 20 épocas, destacando 
la diferencia del modelo en ele aprendizaje de datos. 

3.2 Evaluación del desempeño 
Las tablas 2 y 3 presentan una evaluación detallada de los 

modelos en diferentes etapas de su proceso de entrenamiento, 
centrándose especialmente en su rendimiento tras 20 y 70 épo-
cas, respectivamente. En la Tabla 2, los modelos se evalúan tras 
20 épocas de entrenamiento. La CNN básica muestra una preci-
sión del 95.22%, con todas las demás métricas al 95.22%, inclu-
yendo precisión, recall y F1-score, lo que indica un rendimiento 
consistente en todas las métricas. ResNet18 destaco como el mo-
delo con mejor rendimiento, con una precisión alta del 96.53%. 

ResNet18 mantuvo un alto rendimiento, aunque con una 
ligera disminución desde la etapa de 20 épocas. CNN exhibió 
una mejora significativa, logrando 98.18% en todas las métri-
cas. En la etapa de 70 épocas (Tabla 3), mejoraron o mantu-
vieron sus altos niveles de rendimiento. La CNN básica con-
tinuó mostrando una mejora gradual. ResNet18 sobresalió, 
manteniendo un Accuracy, Recall, precisión F1-Score del 
99.39%.  

Cabe destacar el alto rendimiento constante de modelo 
como ResNet18 en todas las épocas y métricas. Por el contrario, 
CNN mantiene una mejora paulatina en su rendimiento en dife-
rentes etapas de validación. Lo que resalta la importancia de ele-
gir un número adecuado de épocas para cada modelo. En gene-
ral, los modelos mostraron F1-score mejoras en varias épocas, lo 
que demuestra su capacidad para clasificar con precisión los ca-
sos positivos y minimizar eficazmente los falsos positivos. Esta 
mejora entre épocas sugiere que los modelos no solo están 

aprendiendo, sino que también mejoran su precisión predictiva 
con el tiempo. 

  Además, se utilizó una matriz de confusión para represen-
tar el rendimiento de nuestros modelos de clasificación en un 
conjunto de datos con valores verdaderos conocida. Esta matriz 
nos permite evaluar visualmente la precisión del modelo al mos-
trar verdaderos positivos, falsos positivos, verdaderos negati-
vos, falsos negativos en un formato cuadricula. La Fig 6 muestra 
el rendimiento del modelo CNN. El modelo identificó con preci-
sión 710 casos trips, demostrando una alta precisión, como lo de-
muestra el número significativo de verdaderos positivos. Solo 
tres casos se clasificaron erróneas como roya, lo que resulta en 
un falso positivo. En la categoría Roya, el modelo detecto 696 
verdaderos positivos, clasificando con precisión 696 instancias 
como roya, sin embargo, encontró 17 falsos negativos, donde las 
instancias royas se clasificaron incorrectamente como no roya, y 
tres falsos positivos, donde las instancias no roya se clasificaron 
erróneamente como roya. El modelo clasificó correctamente 712 
instancias como sanas, con una impresionante tasa de verdade-
ros positivos. Cabe destacar la ausencia de falsos negativos en 
esta categoría, lo que indica una identificación con 4 falsos nega-
tivos.  

 
TABLA 2 

Evaluación experimental de los modelos despues de 20 
épocas. 

Modelo Accuracy % Precisión % Recall % F1-Score % 

CNN básic 95.22 95.22 95.22 95.22 

ResNet18 96.53 96.53 96.53 96.53 

 

 

El rendimiento del modelo ResNet18, como muestra 

en la Fig 7. Exhibe alta precisión en la clasificación de casos 

Trips, con un recuentro de 715 verdaderos positivos, el 

modelo también registró 6 falsos positivos y un falso ne-

gativo en esta categoría, lo que demuestra su fuerte capa-

cidad para identificar individuos de Trips. En la detección 

de Roya, el modelo aseguro 700 verdaderos positivos, pero 

encontró un número notable de errores, incluyendo 7 fal-

sos negativos y 4 falsos positivos. Esto sugiere que el mo-

delo enfrenta algunos desafíos para distinguir con preci-

sión Roya de otras afecciones. Para la clasificación de sana, 

Fig.  6. Predicción de resultados del modelo CNN basico. 

Fig.  5. CNN basica, que muestra la precision y el resultado de pérdida 
del modelo. 

Fig.  4. ResNet18, que muestra la precisión y el resultado de pérdida del 

modelo. 
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el modelo identifico 712 verdaderos positivos, 3 falsos po-

sitivos y 7 falsos negativos, lo que demuestra su efectivi-

dad en el rendimiento de casos sanas. Si bien el modelo 

muestra una precisión prometedora, hay margen de me-

jora, especialmente en la minimización de clasificación 

errónea. En particular con respecto a Roya. 

 
TABLA 3 

Evaluación experimental de los modelos despues de 70 
épocas. 

Modelo Accuracy % Precisión % Recall % F1-Score % 

CNN básica 98.18 98.28 98.28 98.28 

ResNet18 99.39 99.39 99.39 99.39 

 

4 CONCLUSIONES 

En este estudio se demostró la aplicación de dos arqui-

tecturas de redes neuronales convolucionales profundas 

para la clasificación de enfermedades en hojas de maíz, en-

focados especialmente de Trips y Roya. El análisis conpa-

rativo entre una CNN Basica y el modelo ResNet18, utili-

zando un conjunto de datos de 3087 imágenes, arrojado re-

sultados significativos. ResNet18 destacó por su alto ren-

dimiento, alcanzando una precisión del 99.39% en la iden-

tificación de plantas de maíz sanas y enfermas.  

La capacidad de este modelo para detectar enferme-

dades especificas tiene implicancias prometedoras para la 

agricultura en Curahuasi, Perú, al ofrecer una herramienta 

eficaz para la detección temprana y el manejo oportuno de 

enfermedades como Trips y Roya. Un diagnóstico rápido 

y preciso, como el permite ResNet18, es fundamental para 

implementar intervenciones eficaces que contribuyen a 

mitigar la pérdida de cultivos y a fortalecer la seguridad 

alimentaria en la región.  

La Fig. 8, muestran los resultados de clasificación 

donde se identifican una hoja de maíz afectada por la en-

fermedad de Roya, donde hace una confusión de recono-

cimiento de enfermedad de Roya debio de clasificar como 

hoja Sana, esas puebas se llevaron, también se realizaron 

las pruebas con las imágenes que se tiene para realizar las 

pruebas que al momento de entrenar no se logran identifi-

car. 

 
Fig.  8. Pruebas realizadas muestra los resultados, donde hace una con-
fucio con hojas sanas con la enfermedad de la Roya. 
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